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Abstract

Nowadays, the continuous development of information technology, communication Received 10/03/2024
over the Internet is increasing rapidly, and network congestion has become an alarming ~ Accepted  05/05/2024
issue. To develop communication network infrastructure in a large city, a country, or ~ Published  20/06/2024
globally, streamlining and controlling network data flow to optimize communication
processes and minimize network congestion is crucial and necessary. In this study, the
authors analyze and process data according to the delay of Internet Protocol (IP)
packets, using machine learning models with the Random Forest (RF) and the Support
Vector Machines (SVM) method to classify IP packets. The primary goal of classifying
packets by delay is to optimize network performance by prioritizing processing of low-
delay packets, ensuring stable and uninterrupted online services such as video streaming
and voice calls. Furthermore, it is easy to manage and control packet traffic, hence
minimizing network congestion at the router.
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1 Introduction method are applied to determine data features and can
classify data into separate groups based on the attribute
information of the data service [2-4].

The IP network is distributed and complex, potentially
millions of packets transmitted through the network per
a second. To provide fast responses to network devices
within the system, latency becomes one of the critical
factors. Among various types of attributes, queue delay
has a more significant impact on the network than other
types of delays [5]. Additionally, measuring traffic
control, load balancing techniques, routing, and
anomaly detection all identify causes of high-latency
packets, posing challenges for network management
and operation in the future [6].

The rest of the paper is structured as follows. Section 2
presents the research methodology. In section 2.1, the
authors study the structure of IP packets. Approach DT
and RF machine learning models for applying to IP
packet classification in section 2.2. Next, in section 2.3,

Classifying IP packet stream data in Internet and
communication networks is highly important. Packet
classification in IP networks has numerous common
applications such as traffic control, bandwidth
management, intrusion detection, traffic analysis, and
many others. Accurate and efficient packet
classification in IP networks plays a significant role in
designing and operating communication network
systems. In  machine learning, some network
classification techniques involve statistical analysis of
attributes of IP data streams and use unsupervised
learning mechanisms to cluster streams into groups
based on similarity [1]. Additionally, algorithms and
methods such as Artificial Neural Networks (ANN),
Perceptron (PLA), K-Nearest Neighbor (KNN)
method, Decision Tree (DT) method, Random Forest
(RF) method, and Support Vector Machine (SVM)
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analyze and process IP packet data, monitor the
proportions of incoming and outgoing data streams
from source and destination addresses. In section 2.4,
the paper analyzes and extracts data related to delay and
in section 2.5, the authors calculate the average delay
of IP packets. Subsequently, in section 3,
experimenting with machine learning models,
particularly SVM and RF models for classifying
packets based on delay. Comparing the classification
results of DT, RF, SVM, KNN models, and find that
the RF model achieves the highest accuracy in the
evaluation results. Finally, in section 4, the authors
conclude the paper.

2 Research Methods

2.1 IP packet structure and IP packet classification
Packet data consists of small units of data encapsulated
into packets for transmission over a network. These
packets contain information about the source,
destination, network protocol, IP address, technical
parameters of the transmission path, actual data to be
transmitted, and other relevant information.

The IP packet structure is a format used in various
network protocols to transmit packets across the
Internet. The IP packet structure consists of a packet
header and packet data. The specific fields of the IP
header include 12 mandatory attributes, with a total
length of 20 bytes (excluding Data and Options). Refer
to Table 1 for a description of the structure of the IPv4
Header.

Table 1 Structure of IP Header (Version 4)

Version | IHL | Type of Total Length
Service
Identification Flags Fragment
Offset

Time to Live | Protocol Header Checksum

Source IP Address

Destination IP Address

IP Options | Padding

Data

The fields are described as follows:

Version: The version of the IP protocol, typically IPv4
or IPv6; Internet Header Length (IHL): The length of
the IP header, measured in 32-bit words. The minimum
value of IHL is 5, and the maximum is 15; Type of
Service (TOS indicates how to process the data packet,
whether there is priority or not, and the allowable delay
of the data packet. This field is often used to perform
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network service quality management; Total Length:
The total size of the IP packet, measured in bytes;
Identification: Used to identify related packets during
fragmentation and packet reassembly; Flags: The first
3 bits of the 16-bit field, used to determine whether a
packet has been fragmented or if it is the last packet in
the fragmentation process; Fragment Offset: The
position of each fragment within the packet after
fragmentation; Time to Live (TTL): The lifespan of the
IP packet, measured in seconds. When passing through
a router, the TTL value decreases by one unit; Protocol:
Indicates which protocol of the upper layer (Transport
layer) will receive the data after IP diagram processing
at the Network layer is completed or indicates which
protocol of the upper layer sends the segment to the
lower layer. Network packaged into IP Diagram, each
protocol has 1 code (06: TCP, 17: UDP, 01: ICMP...);
Header Checksum: The integrity of the IP header;
Source Address: Identifies the source IP address of the
packet. Destination Address: Identifies the destination
IP address of the packet; IP Options: An optional field
that may or may not be present in the IP header is used
for various purposes such as measuring latency and
measuring service quality in the IP network. Finally,
Padding: Zeros are added to this field to ensure the IP
Header is always a multiple of 32 bits [7].

When an IP packet is generated, it contains information
about the source, destination, and content of the packet.
IP packet classification clearly defines how packets are
processed and forwarded in the network. The primary
purposes of IP packet classification include Routing: IP
packets are classified to optimize routing paths from
source to destination; Network Management: Assists in
network control and management; Packet information
can be used for monitoring and analyzing network
traffic [8], ensuring quality of services and implement
security and confidentiality measures.

Additionally, it can be classified to prioritize resource
allocation within the network, for example, in a Quality
of Service (QoS) model, packets are classified for
prioritization based on bandwidth requirements,
latency, or priority levels, aiding in the enforcement of
specific network policies. Furthermore, there are
various network classifications utilizing Software-
Defined Networking (SDN), including network access
control, application of security regulations, or
prioritization of services for specific applications [9].
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Therefore, the processing and classification of IP
packets play a significant role in handling packets
across the Internet, ensuring efficient communication,
and enforcing defined network requirements and
policies. With the information provided in the IP
Header, one can establish rules and models for
classifying IP packet data based on their attributes and
characteristics [10].
2.2 Machine learning model using Random Forest
method to classify IP packet data
2.2.1 The model applies Decision Tree
A model using a Decision Tree [11]. can be used to
classify IP packets based on characteristics. In particular,
the machine learning method uses the Decision Tree
algorithm to classify IP packets as follows:
Data preparation
+ Each IP packet will be described by a characteristic
vector, including attributes such as source address,
destination address, protocol usage, packet size, and
many other related attributes.
+ Class labels of IP packets need to be assigned, for
example, classes according to different protocols...
Building a Decision Tree
+ Define branching rules based on characteristics and
their values to classify IP packets.
+ Algorithm of decision tree machine learning method:
if (feature_1 > threshold_1):

if (feature_2 < threshold _2):

... # Subsequent branches
else

+ Decision Tree setup is implemented by selecting
optimal features and thresholds to maximize
classification accuracy.

Prediction

+ For each new IP packet, the packet will traverse the
decision tree by examining each node and following the
branching rules until reaching a leaf node.

+ Leaf nodes represent the final classification result for
the IP packet.

The process of constructing trees and finding optimal
branching rules is carried out through various
algorithms such as ID3, C4.5, and CART [12].

2.2.2 Classification method using Random Forest
machine learning model

The classification method uses a Random Forest is an
ensemble of multiple Decision Trees, with each
Decision Tree trained independently [13].

A general way to represent Random Forests:

Training Training Training
Datal Data 2 ene Data 3
Training
test Y
Decision Decision Decision
Tree 1 Tree 2 Tree 3
aae

o - -
set otm_g
Averaging

Prediction

Figure 1 Random Forest algorithm diagram

Decision tree training

- Randomly select a subset of the training set and
random features.

- Build Decision Trees on the subset of data. Decisions
at each node in the tree are based on the value of a
feature and a threshold.

- Continue building the tree based on branching rules
using features and thresholds to optimize classification
criteria (e.g., entropy) [14].

- Repeat the above process to set up multiple separate
Decision Trees.

Random Forest prediction

For each new data point, it passes through all Decision
Trees in the Random Forest. For each Decision Tree,
the prediction result is obtained and recorded from the
tree. Then, the majority vote is calculated from all
predictions of the trees to determine the final
classification result for the data classification model as
illustrated in Figure 1.

2.2.3 Applying Random Forest for IP packet data
classification.

Considering the IP packet data as the training set of the
model A = {(xq,y1), (X2, ¥2), .., (X, Vi) } (1) include
XK observations. The Random Forest algorithm utilizes
the method of sampling IP packet data to reconstruct
into subsets B (initially is empty) has IP packets.
Repeatedly sampling from the training set A, which
means that I repeated samplings using the method of
putting IP packets into bags (bagging) from
observations to create a packet data set IP B; (2):
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B = {(”) (") (200)) @
Out-of-bag IP packets are observations that are not
included in the sampling process of a subset B;. Each
set of packets IP B; will build a Decision Tree model
and the returned result is p(j/j(i)) = f; (x;), this is a
predictive model.
Where p()“/j(i)): the j observation (prediction) from the
i IP packet model.

x;: vector (input value).

f:(): prediction model for i IP packet
(prediction function).
At this point, from the decision tree, the prediction is
the average value (3) or vote (4) of B decision trees.
- From the submodel, we can calculate the average
value of the predictions (this is the prediction model):

i =222 57)  ©

- From the submodels, voting can be performed to
select the prediction labels based on the highest
frequency (this is a classification model):

g =argmax¥L, =pG) @

In the case of a prediction model, there will be a
variance (5) of:

of = var (% A y@) =

28 var(9®) + 2 L1 chekss cov(y ™, y®)](5)

Table 1 Dataset attributes and description.
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Because the result of one sub-model is independent and
has no influence on another sub-model B, So from the
model prediction results, it is likely that they will be
independent of each other. That is, Covariance
cov(y(h),y(")) =0,V1 < h < k < B. Besides, it is
assumed that the models have uniform quality,
specified by the variance being identical, so
var(y®) = ¢2,vi = 1,B. Therefore, it follows that

(6):
02_1[23 var(“(i))]—iB 21,2 (5
)7 - BZ i=1 y - BZ 4 - BO- ( )

In a Random Forest model, there are a large number of
decision trees. As a result, the combined prediction's
mean and variance will decrease by a factor of
B compared to solely using a single model [15,
16].Therefore, the variance can decrease multiple times
from the ensemble prediction model, resulting in a
better prediction.

2.3 Data analysis and processing

2.3.1 Data and data processing

Network Data Dataset IP packet contains 3.577.296
instances on single CSV file [17]. The data was
experimented with on Google Colaboratory Pro using
the Scikit-learn library. The author used machine
learning methods, especially the Random Forest
machine learning method. The paper extracts data
attributes related to the transmission time of IP packets,
focusing on packet latency and reorganizing them
according to latency. The attributes of the dataset are
described in Table 1 as follows:

IAT Std; Bwd IAT Max; Bwd IAT Min; Fwd IAT Total; Fwd
IAT Mean; Fwd IAT Std; Fwd IAT Max; Fwd IAT Min.

St:?iubﬁjstg Attributes Description
Network FlowlD; Source IP; Source Port; Destination IP; Destination | The attributes contain all
identifiers Port; Protocol; Timestamp information related to the

source and destination of
the Internet stream, namely
IP addresses, transport
layer protocols, and ports.
Inter arrival Flow Duration; Flow IAT Mean; Flow IAT std; Flow IAT | The attributes contain all
times Max; Flow IAT Min; Bwd IAT Total; Bwd IAT Mean; Bwd | information related to the

time between arrivals.

Flag features

Fwd PSH flags; Bwd PSH flags; Fwd URG flags; Bwd URG
flags; CWE Flag Count; ECE Flag Count FIN Flag Count;
SYN Flag Count; RST Flag Count; PSH Flag Count; ACK
Flag Count; URG Flag Count.

The attributes  display
information related to all
flags present in the packet
header, such as Push Flag,
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Urgent Flag, Fin Flag, and
other flags.

Flow
descriptors

Total Fwd Packets; Total Bwd Packets; Total Length of Fwd
Packets; Total Length of Bwd Packets; Fwd Packet Length
Max; Fwd Packet Length Max; Fwd Packet Length Min; Fwd
Packet Length Mean; Fwd Packet Length Std; Bwd Packet
Length Max; Bwd Packet Length Min; Bwd Packet Length
Mean; Bwd Packet Length Std; Flow Bytes S; Flow Packets
S; Min Packet Length; Max Packet Length; Packet Length
Mean; Packet Length Std; Packet Length Variance; Down Up
Ratio; Init Win bytes forward; Init Win bytes backward; act
data pkt fwd; min seg size forward; Label; L7Protocol;
ProtocolName; Avg Fwd Segment Size; Avg Bwd Segment
Size; Fwd Avg Bytes Bulk; Fwd Avg Packets Bulk; Fwd Avg
Bulk Rate; Bwd Avg Bytes Bulk; Bwd Avg Packets Bulk;
Bwd Avg Bulk Rate.

The attributes encompass
all information related to
the Internet stream,
including packet count,
volume, and standard
deviation among other
details, in both forward and
backward directions.

Visualizing the experimental IP packet dataset helps to understand the attributes of a packet, thereby aiding in
detecting relationships and trends within the data and packet attributes such as source and destination IP addresses,
source and destination ports, protocol information, and data content. Figure 2 illustrates the attributes of the packet

data.

Flow.ID

172.19.1.46-
0 10.200.7.7-
52422-3128-6

172.19.1.46-
1 10.200.7.7-
52422-3128-6

10.200.7.217-
2 50.31.185.39-
38848-80-6

10.200.7.217-

3 50.31.185.39-
38848-80-6
192.168.72.43-

55061-3128-6

5 rows x 87 columns

Source.IP Source.Port Destination.IP Destination.Port Protocol

172.19.1.46

10.200.7.7 3128

50.31.185.39 80

50.31.185.39 80

4 10.200.7.7- 192.168.72.43

52422 10.200.7.7 3128 6 26/04/201711:11:17

172.19.1.46 52422 6 26/04/201711:11:17
10.200.7.217 38848 6 26/04/201711:11:17
10.200.7.217

38848 6 26/04/201711:11:17

55961 10.200.7.7 3128 6 26/04/201711:11:17

45523

78068

22

Timestamp Flow.Duration Total.Fwd.Packets Total.Backward.Packets .

55

Figure 2 Experimental dataset - IP packet data

The data consists of numerous features grouped into categories such as Network identifiers, Interarrival times, Flag
features, Flow descriptors, etc. These features can be selected to create attributes for labeling purposes. The
attributes in the dataset are visually represented as shown in Figure 3.

count 415338.000000
mean  37161.925263
std 22211.921069
min 0.000000
25% 3128.000000
50% 48105.000000
75% 54070.000000

max  65534.000000

8 rows x 81 columns

Source.Port Destination.Port

Protocol

Flow.Duration Total.Fwd.Packets Total.Backward.Packets Total.Length.of.Fwd.Packets Total.L

415338.000000 475338.000000  4.153380e+05 415338.000000 415338.000000 4.153380e+03
12535.885267 6.006270  2.105026e+07 55.272852 63.188695 3.853647e+04
21033.477837 0.345001 3.700406e+07 826.936626 1398.362427 1.523026e+06

0.000000 0.000000  1.000000e+00 1.000000 0.000000 0.000000e+00
443.000000 6.000000  5.600000e+02 2.000000 1.000000 6.000000e+00
3128.000000 6.000000 3.141205e+05 5.000000 4.000000 3.060000e+02
3128.000000 6.000000 1.992307e+07 15.000000 14.000000 1.688000e+03
65534.000000 17.000000  1.200000e+08 268376.000000 542196.000000 5.006735e+08

Figure 3 Description of IP packet properties

2.3.2 Preprocessing IP packet data
Data normalization in the preprocessing stage involves preparing packet data prior to applying classification
methods or analyzing other data [18]. The aim of the preprocessing stage is to eliminate unnecessary information,
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handle missing, inaccurate, or noisy values, ensure that the data is informative enough, and format it appropriately

for use in machine learning models or data analysis [19].
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Figure 4 Frequency of occurrence of unprocessed packet data services

Before using data, is important to assess its quality.
This involves checking for completeness, accuracy,
and suitability for the intended purpose. Quality
assurance measures include checking for duplicate
data, examining outliers, and comparing it to the
original data source (if available). For large-scale data
processing systems, optimizing performance can be a
crucial factor. Measures such as optimizing database
queries, enhancing hardware independence, and

optimizing algorithms can be applied. Additionally, the
data needs to be normalized to ensure that all features
operate on the same range or have the same weight. An
important part of preprocessing is extracting
meaningful features from the original data, which may
include selecting important variables, reducing data
dimensionality, or transforming the data to create
features. new display. The unprocessed data shown in
Figure 4 and Figure 5 are processed data.

100000

80000

60000

40000 1

20000 4

o

HTTP
GOOGLE
HTTP_PROXY

ssL
HTTP_CONNECT
YOUTUBE
MICROSOFT
AMAZON
WINDOWS_UPDATE
GMAIL

SKYPE
DROPBOX
YAHOO
FACEBOOK
CLOUDFLARE
TWITTER
MSN

APPLE
OFFICE_365
WIKIPEDIA
CONTENT_FLASH

Figure 5 Frequency of occurrence of processed packet data services

In the Figure 5 chart, the data has been stripped of
service fields that are rare and appear only once. The
most common service attributes such as HTTP,
Google, SSL, Youtube, Microsoft, Amazon, Gmail,
Skype, Dropbox, Yahoo, Facebook, Windows_update,
HTTP_Proxy, HTTP_Connect, etc.

2.3.3. Analyzing IP packets according to IP flows

By tracking the classification ratio of data streams to
and from IP addresses, security experts can detect
anomalous activities, such as attacks from specific IP
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addresses or suspicious activity patterns from a
particular IP range. Additionally, distinguishing
between data streams from source and destination 1P
addresses can help organizations gain a better
understanding of how computer networks operate and
optimize  network configurations to improve
performance and security. Furthermore, by monitoring
the classification ratio of data streams, organizations
can quickly detect network issues, such as connectivity
or security incidents, and take preventive or corrective
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actions. Analyzing IP packet data to identify data
streams from source IP addresses is illustrated in Figure
6 and destination IP addresses in Figure 7.

~10.200.7.196 4.11%

,-10.200.7.9 3.8%

10.200.7.4 3.16%
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Figure 6 Percentage of IP flows by source address
(Source. IP)
In the pie chart Figure 6, other types of IP account for

the most proportion, while the source IP is
10.200.7.217 in the data set, accounting for a fairly high
proportion of about 10.8 % of the data set. At least the
packets have a source IP address of 10.200.7.5.
Similarly, as shown Figure 7, IP packets with other IP
addresses have a large number of 59.8 %, accounting
for more than 50 %. Packets with destination IP address
179.1.4.251 account for a relatively small proportion of
1.01 %, and the largest proportion of packets with
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The relationship between Average Delay and with related attributes

Fwd.IAT Max

destination IP address is 10.200.7.8 has a high
proportion of 7.8 %.

10.200.7.9 5.11%
10.200.7.5 4.56%
10.200.7.4 3.94%

~10.200.7.6 3.67%

192.168.180.37 2.03%
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Figure 7 Percentage of IP flows by destination address
(Destination.IP)

2.4 Extracting data related to delay

Unnecessary or irrelevant attributes in the classification
process can be eliminated, such as MAC addresses,
source/destination port numbers unrelated to the
classification process. Missing values in IP packet data
are cross-checked and handled accordingly. Noise
handling methods may involve discarding invalid
packets and correcting outlier values. Ensuring that IP
packet data converts into an appropriate format for use
in machine learning classification models.

-10

- 08
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Average.Packet.Size -

Min.Packet.Length
Max.Packet.Length -
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Mvg.Fwd Segment.Size
Aug.Bwd.Segment.Size -

Packet.Length.Variance -

Figure 8 The correlation of Average delay with related attributes.
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The attributes in the experimental dataset that have an
impact and correlation with delay include Inter Arrival
Time (IAT) attributes, such as ‘Flow.IAT.Mean’,

‘Fwd.IAT.Mean’, ‘Bwd.JIAT .Mean’,

‘Fwd.Packet.Length.Mean’,

‘Bwd.Packet.Length.Mean’, ‘Packet.Length.Mean’...
Figure 8 illustrates the relationship between delay-
related attributes.

Attributes correlating with IP packet delay need

calculating the average delay, as shown in Table 3.
Table 3 Description of key attributes related to delay.

Attributes

Explain

Flow.Duration

Time from start to finish of a packet
flow.

Flow.IAT.Mean

Time from receiving one packet to
receiving the next packet. in a data
stream.

Fwd.lAT.Mean

Average time between forward
packets (from source to destination)
on the data stream

Bwd.IAT.Mean

Average time between reverse packets
(destination to source) on the data
stream.

Packet. Length.
Mean

Average length measures the average
size of all packets.

Packet. Length.
Mean

Describes the average length of
forward packets in a particular data
stream.

Fwd.Packet.
Length.Mean

Describes the average length of
forward packets in a particular data
stream.

Bwd.Packet.
Length.Mean

Describes the average length of
reverse packets in a particular data
stream.

Average.
Packet.Size

Average size of packets in a signal
stream. a signal stream.

2.5 Average delay

Based on the analysis, calculating the average latency
relies on multiple latency-related fields in the data such
as selecting the latency-related fields, computing the
average latency for each field, and combining the
average values to compute the overall average latency
across all attributes.

The average latency of all IP packets transmitted from
source to destination.

n
1
Average delay = - Z delay;
i=1

In which:
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Average delay is the average value of the delay.
- Delay; is the delay value of the i data sample

- nisthe number of data samples.

Thus, according to the experiment with 6 average
values:

969,172.8943774045

6
= 161,528.8157295674 ms

Average delay =

3 Discussion results

3.1 Support Vector Machines model

Using the SVM method to classify packets based on
average delay, each packet is labeled with the
corresponding class. The SVM model is used to find
the best decision boundary to separate between data
classes. From the threshold of average delay,
classifying IP packets to identify whether a packet
destined to arrive has high or low delay, thereby
managing and controlling IP packet traffic effectively.
3.2 Results of IP packet training and Random Forest
model

From the feature-extracted data of attributes correlated
with packet delay on the transmission path, the
Random Forest machine learning model is
characterized by constructing and combining decision
trees during the training process of IP packets. During
prediction, each new IP packet traverses through each
decision tree, and the prediction is made based on the
decisions at the branches and nodes of the tree.
Ultimately, the prediction results of each decision tree
are aggregated (through majority voting), ultimately
providing the prediction result for that IP packet. In
Figure 9, the authors visualize the DT to observe in the
RF.

After running the experiments:

- The number of trees in the Random Forest model
(n_estimators) is 104.

- The number of layers in the Random Forest model
(max_depth) is 50.

(Min_samples_leaf is 4: the number of samples in each
leaf of the Decision Tree. Min_samples_split is 10: the
minimum number of samples required to continue
splitting a node of the Decision Tree).
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Figure 9 A Decision Tree in the Forest

3.3 Result evaluation

The IP packet classification model using the Random
Forest method, the IP packets in the experimental
dataset were evaluated for accuracy when comparing
the DT, KNN and SVM methods with RF. The
accuracy metrics  (Accuracy) for [P packet
classification on the dataset are as follows Table 3.

Table 3 Test results and comparison of classification methods

Methods Accuracy | Percentage (%0)
DecisionTree 0.98 98
Random Forest 0.99 99
SVM 0.95 95
KNeighbors 0.74 74

The results of the machine learning process evaluate by
machine learning algorithms based on metrics such as
Precision, Recall, and F1 score, with the results
averaged using a weighted average. Among these
algorithms, Random Forest exhibits high accuracy, and
shown in Table 4.

Table 4 Metrics are used to evaluate performance

Precision (%0)|Recall (%0) | f1-score (%)

Algorithms

DecisionTree 98 98 98

e e | w |

SVM 95 95 9

KNeighbors 74 74 73
4 Conclusion

In this paper, the authors investigate the classification
of IP packets based on their delay, aiming to optimize
network performance by prioritizing the processing of
packets with low delay. By utilizing machine learning
models, particularly the Random Forest (RF) and
Support Vector Machines (SVM) model, the authors
analyze and process of IP packets data to make efficient
packet classification decisions.

The research aids in improving packet traffic
management on the network, minimizing network
congestion, and ensuring stable and uninterrupted
online services. The results of the study have a wide
range of applications in developing Internet
communication infrastructure, providing significant
benefits for both users and network service providers.
Additionally, the paper will contribute to enhancing the
scientific research position of Nguyen Tat Thanh
University and support students in understanding data
science and computer networking.
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Xir ly va phéan loai dir liéu goi tin IP trén mang Internet dua vao hoc may
Vuong Xuéan Chi”, Nguyén Kim Quéc™

Khoa Cong nghé Thong tin, Truong Pai hoc Nguyén Tat Thanh
“vxchi@ntt.edu.vn, “nkquoc@ntt.edu.vn

Tom tat Ngay nay, véi su phét trién khéng ngung caa cdng nghé thdng tin, cac giao tiép truyén thdng trén mang
Internet ngdy cang ting, tinh trang ngh&n mang trén duong truyén hay tai cac nit mang la mot van dé dang quan
tam. Dé phat trién hé théng ha tang mang truyén thdng Internet tai mot thanh phé 16n, mot quéc gia hay trén thé
gidi, viéc phan ludng va diéu khién ludng dir liéu mang dé t6i wu hoa qué trinh giao tiép va giam thiéu tinh trang
ngh&n mang la rat quan trong va can thiét. Trong nghién ciu ndy, nhém tac gia phan tich, xu ly di liéu gai tin
Internet (IP), dwa vao d6 tré ctia goi tin sir dung mé hinh hoc may véi phuong phap Rirng ngau nhién (RF) va mé
hinh Support Vector Machines (SVM) dé phan loai g6i tin IP. Muc tiéu chinh cua viéc phan loai goi tin theo do tré
dé t6i wu hoa hidu suit cia mang bang cach uu tién xur 1y cac goi tin c6 d6 tré thap, dam bao cac dich vu truc tuyén
nhu video streaming, voice calls duoc 6n dinh va it bi gian doan. Hon nira, dé dang quan 1y va diéu khién luu luong
goi tin, giam tinh trang tic nghén tai bo dinh tuyén mang.

Tir khda phan loai g6i tin IP, mang IP, ngh&n mang, hoc may, ring ngau nhién,
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